
Large Opacity Variations in the z~5.5 
Lyman-α Forest: 

Implications for Cosmic Reionization

Anson D’Aloisio
University of  Washington 

In collaboration with: Matt McQuinn (UW), Hy Trac (CMU), 
and Phoebe Upton Sanderbeck (UW)

UC Berkeley Cosmology Seminar, 9/22/15



Outline 

Problem: Larger-than-expected variations in Lyα opacity of 

IGM at z>5. (Becker et al. 2015: 1407.4850) 

Possible Explanations:

(1) Inhomogeneous ionizing background from rare sources 
(e.g. quasars). (Chardin et al. 2015: 1505.01853)

(2) Inhomogeneous ionizing background/mean free path.
(Davies and Furlanetto 2015: 1509.07131)

(3) Relic temperature fluctuations from patchy reionization.
(D’Aloisio, McQuinn & Trac 2015: 1509.02523)



• Timing, structure, and 
even sources of  reionization 
unknown!

•  Focus of  this talk:       
the 5 < z < 6 Lyα forest

*Image by Hyunbae Park, CoDa Simulation (PI: P.R. Shapiro)
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 Robust constraints on reionization:

(1) CMB -- Reionization roughly half-way complete at z = 9

(2) Lyα forest -- Reionization largely complete by z ~ 6. 
    (but could have ended earlier)
       

  Other observations:

(3) Kinetic Sunyaev-Zel’dovich Effect; (4) High-z Lyα emitters;      
(5) High-z gamma ray bursts; (6) 21cm        

  The future! 
  21cm

•  Focus of  this talk:       
the 5 < z < 6 Lyα forest



The Lyα Forest



The High-Redshift Lyα Forest
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From Becker et al. 2015

•  Most z~6 segments of  the forest show 
some transmission 

    ⇒ Reionization largely complete  

• At z~6,

⌧Ly↵ ⇠ 3⇥ 105
xHI

• Transmitted fraction of  flux:

F = exp(�⌧Ly↵)

⇒ xHI ⇠ 2⇥ 10�5

will block 99% of  light in the forest!  



Lyα Forest Constraints on Reionization
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• True “pre-overlap” HI regions must be dark in both Lyα and 
Lyβ forests

•The strongest constraints come from combining Lyα and Lyβ

xHI < 0.11 (0.09) at z ⇡ 5.9 (5.6) (1�)



Quantifying Lyα Forest Opacity
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L = 50h�1 Mpc



Dispersion in τeff
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• Note evolution in both mean 
and dispersion
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Problem: explain this dispersion



IGM Density Fluctuations are not Enough

From Becker et al. (2015)

Cosmological 
hydro simulation
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 (Cartoon source distribution)
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Inhomogeneous Ionizing Background

• Abundance and clustering 
of  sources

• Mean free path (MFP) of  
photons

• At z=5-6, MFP set by 
absorbers with Δb ~ 100

• Larger MFP = smaller 
background fluctuations

Ionizing background set by:



• Abundance and clustering 
of  sources

• Mean free path (MFP) of  
photons

• At z=5-6, MFP set by 
absorbers with Δb ~ 100

• Larger MFP = smaller 
background fluctuations

Inhomogeneous Ionizing Background

 (Cartoon source distribution)
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Mean Free Path 

From Worseck et al. (2014)
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• MFP = 90 comoving Mpc at         
z = 5.2

•  Extrapolating to z = 5.6 
yields MFP = 50 comoving Mpc

•  If  MFP is uniform, no significant 
τeff fluctuations, 

• True even for much smaller MFP 
(Davies & Furlanetto 2015)
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Mean Free Path 

From Worseck et al. (2014)
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Bottom line: Difficult to get wider τeff 
distribution if  MFP is uniform and if  faint 
galaxies source the ionizing background



Madau & Haardt 2015: “Could quasars do it all?”

Haardt & Madau 2012

Giallongo 2015

⌧Ly↵ /
T�0.7�2

b

�

(1) Rare Sources (Quasars) 

• Chardin et al. 2015: explain 
opacity fluctuation excess if  ~1/2 
the background is from 2 sources 
per (100 h-1Mpc)3

2 Reionization by AGNs

only a negligible contribution due to their small leakages.
We explore this intriguing possibility below, assuming a
(ΩM ,ΩΛ,Ωb) = (0.3, 0.7, 0.045) flat cosmology through-
out with H0 = 70 km s−1 Mpc−1.

2. QSO COMOVING EMISSIVITY

Figure 1 shows the inferrred quasar/AGN comoving
emissivity at 1 ryd as a function of redshift. Our mod-
eling is based on a limited number of contemporary,
optically-selected AGN samples (see also Khaire & Sri-
anand 2015 for a similar compilation). All the surveys
cited below provide best-fit luminosity function (LF) pa-
rameters, which are then used to integrate the LF down
to the same relative limiting luminosity, Lmin/L! = 0.01.
Schulze et al. (2009) combined the Sloan Digital Sky Sur-
vey (SDSS) and the Hamburg/ESO survey results into
a single z = 0 AGN LF covering 4 orders of magnitude
in luminosity. In the redshift range 0.68 < z < 3.0, the
g-band LF of Palanque-Delabrouille et al. (2013) com-
bines SDSS-III and Multiple Mirror Telescope quasar
data with the 2SLAQ sample of Croom et al. (2009).
The 1 < z < 4 AGN LF by Bongiorno et al. (2007)
again merges SDSS data at the bright end with a faint
AGN sample from the VIMOS-VLT Deep Survey. The
high-redshift quasar LF in the Cosmic Evolution Survey
(COSMOS) in the bins 3.1 < z < 3.5 and 3.5 < z < 5 has
been investigated by Masters et al. (2012), who find a de-
crease in the space density of faint quasars by roughly a
factor of four from redshift 3 to 4. A significantly higher
number of faint AGNs at z ∼ 4 is found by Glikman
et al. (2011) in the NOAO Deep Wide-Field Survey and
the Deep Lens Survey, and by Giallongo et al. (2015)
at z = 4 − 6 in the CANDELS GOODS-South field. A
novel detection criterion is adopted in Giallongo et al.
(2015), whereby high-redshift galaxies are first selected
in the NIR H band using photometric redshifts, and be-
come AGN candidates if detected in X-rays by Chandra.
AGN candidates are found to have X-ray luminosities
and rest-frame UV/X-ray luminosity ratios that are typ-
ical of Seyfert-like and brighter active nuclei. If correct,
these claims suggest that AGNs may be a more signif-
icant contributor to the ionizing background radiation
than previously estimated.
We have converted the integrated optical emissivity in-

ferred from these studies into a 1 ryd emissivity, ε912,
using a power-law spectral energy distribution of the
form εν ∝ ν−αuv , with αuv = 0.61 following Lusso et
al. (2015), and assuming an escape fraction of hydrogen-
ionizing radiation f̄esc = 1. To assess whether a faint
AGN population can dominate the cosmic reionization
process under reasonable physical assumptions, we adopt
in the following an AGN comoving emissivity (in units
of erg s−1 Mpc−3 Hz−1) of the form

log ε912(z) = 25.15e−0.0026z − 1.5e−1.3z. (1)

Despite the significant scatter in the data points, this
function fits reasonably well the z = 0, z < 2.5, and
4 < z < 5 emissivities from Schulze et al. (2009), Bon-
giorno et al. (2007), and Giallongo et al. (2015), respec-
tively. Note that this emissivity does not drop at high
redshift like, e.g., the LyC emissivity of luminous quasars
inferred by Hopkins et al. (2007) (see Fig. 1). It is also
higher compared to previous estimates at low redshift, a

fact that could contribute to solve the “photon underpro-
duction crisis” of Kollmeier et al. (2014) (see also Khaire
& Srianand 2015).

Fig. 1.— The AGN comoving ionizing emissivity inferred from
Schulze et al. (2009) (cyan pentagon), Palanque-Delabrouille et al.
(2013) (orange triangles), Bongiorno et al. (2007) (magenta circles),
Masters et al. (2012) (red pentagons), Glikman et al. (2011) (blue
square), and Giallongo et al. (2015) (green squares). The solid
curve shows the functional form given in Equation (1). The LyC
AGN emissivity of Hopkins et al. (2007) is shown for comparison
(dotted line). See text for details.

3. REIONIZATION HISTORY

Reionization is achieved when ionizing sources have ra-
diated at least one LyC photon per atom, and the rate of
LyC photon production is sufficient to balance radiative
recombinations. Specifically, the time-dependent ioniza-
tion state of the IGM can be modeled semi-analytically
by integrating the “reionization equations” (Madau et al.
1999)

dQHII

dt
=

ṅion,H

〈nH〉
−

QHII

trec,H
(2)

dQHeIII

dt
=

ṅion,He

〈nHe〉
−

QHeIII

trec,He
(3)

for the volume fractions Q of ionized hydrogen and
doubly-ionized helium. Here, the angle brackets denote
a volume average, gas densities are expressed in comov-
ing units, trec is a characteristic recombination timescale,
and ṅion =

∫

dν(εν/hν) is the injection rate density of
ionizing radiation, i.e. photons between 1 and 4 ryd in
the case of H I (ṅion,H) and above 4 ryd for He II (ṅion,He).
We do not explicitly follow the transition from neutral
to singly-ionized helium, as this occurs nearly simultane-
ously to and cannot be readily decoupled from the reion-
ization of hydrogen.
The ODEs above assume that the mean free path of

UV radiation is always much smaller than the horizon

From Madau & Haardt (2015)
Previous measurements

z ~ 5.5
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(1) Rare Sources (Quasars) 

Madau & Haardt: Helium Reionizes by z = 4

Haardt & Madau 2012

2 Reionization by AGNs

only a negligible contribution due to their small leakages.
We explore this intriguing possibility below, assuming a
(ΩM ,ΩΛ,Ωb) = (0.3, 0.7, 0.045) flat cosmology through-
out with H0 = 70 km s−1 Mpc−1.

2. QSO COMOVING EMISSIVITY

Figure 1 shows the inferrred quasar/AGN comoving
emissivity at 1 ryd as a function of redshift. Our mod-
eling is based on a limited number of contemporary,
optically-selected AGN samples (see also Khaire & Sri-
anand 2015 for a similar compilation). All the surveys
cited below provide best-fit luminosity function (LF) pa-
rameters, which are then used to integrate the LF down
to the same relative limiting luminosity, Lmin/L! = 0.01.
Schulze et al. (2009) combined the Sloan Digital Sky Sur-
vey (SDSS) and the Hamburg/ESO survey results into
a single z = 0 AGN LF covering 4 orders of magnitude
in luminosity. In the redshift range 0.68 < z < 3.0, the
g-band LF of Palanque-Delabrouille et al. (2013) com-
bines SDSS-III and Multiple Mirror Telescope quasar
data with the 2SLAQ sample of Croom et al. (2009).
The 1 < z < 4 AGN LF by Bongiorno et al. (2007)
again merges SDSS data at the bright end with a faint
AGN sample from the VIMOS-VLT Deep Survey. The
high-redshift quasar LF in the Cosmic Evolution Survey
(COSMOS) in the bins 3.1 < z < 3.5 and 3.5 < z < 5 has
been investigated by Masters et al. (2012), who find a de-
crease in the space density of faint quasars by roughly a
factor of four from redshift 3 to 4. A significantly higher
number of faint AGNs at z ∼ 4 is found by Glikman
et al. (2011) in the NOAO Deep Wide-Field Survey and
the Deep Lens Survey, and by Giallongo et al. (2015)
at z = 4 − 6 in the CANDELS GOODS-South field. A
novel detection criterion is adopted in Giallongo et al.
(2015), whereby high-redshift galaxies are first selected
in the NIR H band using photometric redshifts, and be-
come AGN candidates if detected in X-rays by Chandra.
AGN candidates are found to have X-ray luminosities
and rest-frame UV/X-ray luminosity ratios that are typ-
ical of Seyfert-like and brighter active nuclei. If correct,
these claims suggest that AGNs may be a more signif-
icant contributor to the ionizing background radiation
than previously estimated.
We have converted the integrated optical emissivity in-

ferred from these studies into a 1 ryd emissivity, ε912,
using a power-law spectral energy distribution of the
form εν ∝ ν−αuv , with αuv = 0.61 following Lusso et
al. (2015), and assuming an escape fraction of hydrogen-
ionizing radiation f̄esc = 1. To assess whether a faint
AGN population can dominate the cosmic reionization
process under reasonable physical assumptions, we adopt
in the following an AGN comoving emissivity (in units
of erg s−1 Mpc−3 Hz−1) of the form

log ε912(z) = 25.15e−0.0026z − 1.5e−1.3z. (1)

Despite the significant scatter in the data points, this
function fits reasonably well the z = 0, z < 2.5, and
4 < z < 5 emissivities from Schulze et al. (2009), Bon-
giorno et al. (2007), and Giallongo et al. (2015), respec-
tively. Note that this emissivity does not drop at high
redshift like, e.g., the LyC emissivity of luminous quasars
inferred by Hopkins et al. (2007) (see Fig. 1). It is also
higher compared to previous estimates at low redshift, a

fact that could contribute to solve the “photon underpro-
duction crisis” of Kollmeier et al. (2014) (see also Khaire
& Srianand 2015).

Fig. 1.— The AGN comoving ionizing emissivity inferred from
Schulze et al. (2009) (cyan pentagon), Palanque-Delabrouille et al.
(2013) (orange triangles), Bongiorno et al. (2007) (magenta circles),
Masters et al. (2012) (red pentagons), Glikman et al. (2011) (blue
square), and Giallongo et al. (2015) (green squares). The solid
curve shows the functional form given in Equation (1). The LyC
AGN emissivity of Hopkins et al. (2007) is shown for comparison
(dotted line). See text for details.

3. REIONIZATION HISTORY

Reionization is achieved when ionizing sources have ra-
diated at least one LyC photon per atom, and the rate of
LyC photon production is sufficient to balance radiative
recombinations. Specifically, the time-dependent ioniza-
tion state of the IGM can be modeled semi-analytically
by integrating the “reionization equations” (Madau et al.
1999)

dQHII

dt
=

ṅion,H

〈nH〉
−

QHII

trec,H
(2)

dQHeIII

dt
=

ṅion,He

〈nHe〉
−

QHeIII

trec,He
(3)

for the volume fractions Q of ionized hydrogen and
doubly-ionized helium. Here, the angle brackets denote
a volume average, gas densities are expressed in comov-
ing units, trec is a characteristic recombination timescale,
and ṅion =

∫

dν(εν/hν) is the injection rate density of
ionizing radiation, i.e. photons between 1 and 4 ryd in
the case of H I (ṅion,H) and above 4 ryd for He II (ṅion,He).
We do not explicitly follow the transition from neutral
to singly-ionized helium, as this occurs nearly simultane-
ously to and cannot be readily decoupled from the reion-
ization of hydrogen.
The ODEs above assume that the mean free path of

UV radiation is always much smaller than the horizon

Measurements from Becker et al. (2011) 

and Boera et al. (2014)



• MFP may vary over large scales 
(Davies & Furlanetto 2015)

• Local amplitude of  ionizing 
background sets ionization state of  
absorbers (Furlanetto & Oh 2005; 
McQuinn et al. 2011)

• Note: not necessarily a 
signature of  reionization!

• Spatially varying MFP even in   
post-reionization IGM 
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 (Cartoon source distribution)

(2) Spatial Variations in Mean Free Path



• Modeled self-consistently in 
Davies & Furlanetto (2015)

• Under-dense voids are 
most opaque (largest τeff)!

• Fully account for width of  
distribution at z = 5.6 with
average MFP ~ 15 Mpc,     
factor of  a few fluctuations
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(2) Spatial Variations in Mean Free Path
6 F. B. Davies, S. R. Furlanetto

Figure 4. Top left: 20 Mpc-thick slice of the density field in our fiducial cosmological volume, 400 Mpc on a side. Top right: Halos found using the DEXM

halo-finding procedure inside the same slice. The size and color of each point represents the corresponding UV magnitude of the halo when matched to the
Bouwens et al. (2015b) luminosity function, from MUV ⇠ �18 (black, smallest) through MUV ⇠ �22 (red, largest) in steps of �M = 1. The halos
shown represent the brightest ⇠ 1% of all galaxies in this slice, with halo masses ranging from ⇠ 1010.8–1012.3M�. Bottom left: Fluctuations in the
uniform-� = 15 Mpc ionizing background model. Variations of a factor of ⇠ 2–3 are common on large scales, as found by previous authors. Bottom right:
Fluctuations in the fluctuating-� = 15 Mpc ionizing background model. The addition of mean free path fluctuations greatly increases the fluctuations in �H I,
especially to very low values on large scales.

at this redshift plays an important role in the large-scale opacity of
the Ly↵ forest, and that the addition of mean free path fluctuations
greatly enhances this effect – especially on scales larger than the
average mean free path itself.

The uniform �H I slice in the left panel of Figure 5 is sim-
ply a reflection of the projected density field – regions with higher
density show less transmission, and vice versa. This is the standard
picture of the Ly↵ forest at lower redshifts when the ionizing back-
ground is largely uniform. High density regions only make up a
small portion of the volume in the standard cosmological model, so
opaque sightlines are rare. Once the correlation between the density
field and the radiation field is strong enough, as in the fluctuating-�
model in the right panel of Figure 5, this picture reverses: low den-
sity regions become opaque due to a dearth of ionizing photons, at
least on scales larger than the average mean free path.

To determine the statistical properties of large-scale features
in the Ly↵ forest throughout our simulation volume, we computed
the Ly↵ effective optical depth along 250000 randomly positioned
and oriented 50 Mpc/h sightlines in our fiducial realization. In Fig-
ure 6, we compare the observations by B15 to our � = 15 Mpc
models with and without mean free path fluctuations. The uniform
background and uniform-� models are nearly identical, despite the
clear difference in physical environments corresponding to a given

optical depth seen in Figure 5. In agreement with B15 we find that a
uniform ionizing background is sufficient to describe the observed
P (< ⌧e↵) < 0.5, but it fails to explain the tail to higher optical
depths. Fluctuations in the mean free path naturally lead to a tail of
high optical depths that are more consistent with observations than
models that assume a uniform mean free path.

In Figure 7 we show the distribution of ⌧e↵ for � = 15, 22, and
34 Mpc fluctuating-� models. The highest ⌧e↵ observed by B15 is
extremely rare unless the average � is small, and it is still quite rare
even in our � = 15 Mpc model (but see Section 6.2). We also note
that the � = 15 Mpc model shows some subtle deviations from ob-
servations at small ⌧e↵ . These deviations come from regions expe-
riencing a strong radiation field, i.e. environments close to galaxies,
which our simplified density field model is unlikely to model accu-
rately. For this reason, our model cannot be rigorously and quanti-
tatively compared to the observations. Such an effort would require
an improved treatment of the small-scale environments of the ioniz-
ing sources, in addition to our large-volume treatment that matches
the observed tail to high ⌧e↵ .

In Figure 8 we compare the relationship between the average
density along each sightline and the resulting optical depth for the
uniform ionizing background, uniform-�, and fluctuating-� mod-
els. While the average density and optical depth are tightly corre-
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From Davies & Furlanetto (2015)
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(3) Relic Temperature Fluctuations from Reionization

⌧Ly↵ /
T�0.7�2

b

�

• Reionization heats IGM to        
Treion = 20,000 - 30,000 K

• Heating processes: photoheating

• Cooling processes:               
adiabatic expansion, Compton, 
recombination, free-free 

D’Aloisio, McQuinn & Trac 2015.  See also Upton Sanderbeck, D’Aloisio & McQuinn (2015); Trac et al. 
(2008); Cen et al. (2009); Furlanetto & Oh (2009); Lidz & Malloy (2014)

*Image by Hyunbae Park, CoDa Simulation (PI: P.R. Shapiro)

Primary: rec. coefficient;  Secondary: thermal width and Jeans smoothing. 
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Hydrodynamical Simulations

zreion = { 6, 6.5, 7, 7.5, 8, 8.5, 9, 10, 11, 12}

N = 10243,  L = 12.5 h-1 Mpc

z = 5.8 z = 5.8
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N = 10243,  L = 12.5 h-1 Mpc
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Hydrodynamical Simulations

zreion = { 6, 6.5, 7, 7.5, 8, 8.5, 9, 10, 11, 12}

N = 10243,  L = 12.5 h-1 Mpc

z = 5.8 z = 5.8

Mock Lyα forest spectrum

zreion=6 zreion=12
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Effect of  Temperature on Lyα Opacity

z = 5.8

zreion = { 6, 6.5, 7, 7.5, 8, 8.5, 9, 10, 11, 12}



Modeling Patchy Reionization
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• Key feature of  reionization: large-scale ionization structure traces source clustering 
(Furlanetto, Zaldarriaga & Hernquist 2004)

M
cQ

ui
nn

 e
t a

l.
Tr

ac
&

C
en

FF
R

Tï
S

FF
R

T
X=0.25 X=0.51 X=0.72
z=8.49 z=7.56 z=7.11M

cQ
ui

nn
 e

t a
l.

Tr
ac

&
C

en
FF

R
Tï

S
FF

R
T

X=0.25 X=0.51 X=0.72
z=8.49 z=7.56 z=7.11M

cQ
ui

nn
 e

t a
l.

T
ra

c&
C

en
FF

R
T
ïS

FF
R

T

X=0.25 X=0.51 X=0.72
z=8.49 z=7.56 z=7.11

Radiative Transfer

“Semi-numerical”

From Zahn et al. (2011)



Modeling Patchy Reionization
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Reionization redshift field traces large scale density fluctuations

Mmin = 2⇥ 109 M�

⇣

Model parameters:

(Ionizing Efficiency)



Reionization redshift field traces large scale density fluctuations
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Mock Lyα forest spectrum

zreion(1) zreion(2) zreion(3) zreion(N-1) zreion(N)...

Modeling Patchy Reionization

Mmin = 2⇥ 109 M�

Model parameters:

(Ionizing Efficiency)⇣



Large Variations in the High-z Forest

( Simulated, z = 5.8 )
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Darkest segments were reionized earliest!
New window into cosmic reionization?



• Late but extended scenario (z = 6 - 13 ) works best.

• Matches observed evolution well; works at lower z too!

Relic Temperature Fluctuations from Reionization
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• Late but extended scenario (z = 6 - 13 ) works best.

• Matches observed evolution well; works at lower z too!

Relic Temperature Fluctuations from Reionization

⌧Ly↵ /
T�0.7�2

b

�

Key features of  successful model:

• Reionization ends late (low τeff )

• Large contiguous volumes of  the 
IGM are reionized at z > 9  (high τeff)



• Late but extended scenario (z = 6 - 13 ) works best.

• Matches observed evolution well; works at lower z too!
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• Late but extended scenario (z = 6 - 13 ) works best.

• Matches observed evolution well; works at lower z too!

Relic Temperature Fluctuations from Reionization
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 Accounting for the highest opacities

• Model misses correlation 
between zreion and local density

• Including this would only widen 
distribution

The Astrophysical Journal, 776:81 (10pp), 2013 October 20 Battaglia et al.
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Figure 1. Slices from our high-resolution RadHydro simulation for a model of reionization that occurs “late” with a midpoint of z = 8 and is finished by z ≈ 6.9.
The dimensions are 100 Mpc h−1 × 100 Mpc h−1 with a thickness of ∼100 kpc h−1 comoving. Left: the density field, ρ(x)/ρ̄. Right: the reionization redshift field,
zRE(x). Large-scale, overdense regions near sources are generally ionized earlier than large-scale, underdense regions far from sources.
(A color version of this figure is available in the online journal.)

The specific ionizing photon rate is then calculated as

dN

dtdν
= fescNmν

dM∗

dt
, (3)

where fesc is an average radiation escape fraction and Nmν(ν) is
the number of photons produced per unit mass of star formation
per unit frequency. The overall abundance of ionizing photons
depends on the product of c∗ and fesc, both of which are still
poorly constrained by current observations and simulations.
In practice, this quantity is varied to adjust the abundance of
ionizing photons and thereby change the timing and duration of
the reionization process.

The RadHydro code combines a cosmological hydrodynamic
code (moving frame hydrodynamics + particle-mesh N-body;
Trac & Pen 2004) with an adaptive ray-tracing radiative transfer
algorithm (Trac & Cen 2007). The ray-tracing algorithm has
adaptive splitting and merging and utilizes a two-level radia-
tive transfer grid scheme to obtain better resolution and scaling.
We have run two moderate-resolution RadHydro simulations
each with 20483 dark matter particles, 20483 gas cells, and
17 billion adaptive rays. Five frequencies above the hydrogen
ionizing threshold of 13.6 eV are tracked for each ray. The pho-
toionization and photoheating rates for each cell are calculated
from the incident radiation flux and used in the nonequilibrium
solvers for the ionization and energy equations. The RadHydro
and N-body simulations were run using the Blacklight super-
computer at the Pittsburgh Supercomputing Center (PSC).

In the first RadHydro simulation, reionization occurs ear-
lier with a midpoint of z ≈ 10 (mass and volume-weighted
ionization fractions are ≈0.5) and is effectively completed by
z ≈ 8.7 (radiation filling factor of the radiation-hydrodynamic
grid reaches unity). This early reionization model has a
Thomson optical depth for electron scattering τ ≈ 0.088, which
is in good agreement with current observational constraints.
From the WMAP seven-year results, the Thomson optical depth
is τ = 0.088 ± 0.015 assuming instantaneous reionization and
τ = 0.087 ± 0.015 if the width of reionization is allowed to
vary (Larson et al. 2011). In the second simulation, reionization
occurs later with a midpoint of z = 8 and is finished by z ≈ 6.9.
The late model has τe ≈ 0.067, which is lower but within 2σ of
the WMAP best-fit value.

In the two basic simulations, the radiative transfer of
the ionizing photons proceeded such that large-scale, over-
dense regions near sources are generally ionized earlier than
large-scale, underdense regions far from sources. The subgrid
model for sources only included high-redshift galaxies with
Population II stars (Schaerer 2003) since they are expected to
provide the dominant contribution to the ionizing photon budget.
The simulations do not include reionization by Population III
stars or X-ray sources, which primarily affect the earliest phase
of the EoR (e.g., Furlanetto et al. 2006). We also neglect ad-
ditional clumping and self-shielding of small-scale dense ab-
sorbers such as mini halos (e.g., Shapiro et al. 2004) or Lyman
limit systems (e.g., Gnedin & Fan 2006). We will explore other
reionization scenarios using different models for sources and
sinks in future work.

2.2. Semi-analytic Model

For every cell in the RadHydro simulations, we record the
redshift at which it ionizes and construct a reionization redshift
field, zRE(x). Figure 1 shows a slice of the density and the
reionization redshift fields for the late reionization scenario. For
the purposes of this work, regions that are greater than 90%
ionized are considered to be finished reionizing, but we obtain
nearly identical statistical quantities when we chose 50% (cf.
Figure 2). Defining a threshold for when cells are considered
to be ionized is arbitrary, since there is a sharp transition
between the onset of ionization and completion within a cell.
Most cells approach 100% ionization but never reach it due to
recombinations. Our results are consistent with those of Trac
et al. (2008), who used a 99% ionization threshold.

Figure 1 shows the overdensity field at z = 8 and the
corresponding reionization field from the simulations, which
clearly illustrates that the reionization redshift is associated with
the density. The two fields are highly correlated since large-scale
overdensities near sources are generally ionized earlier than
large-scale, under dense regions far from sources (Barkana &
Loeb 2004). Other semi-analytical approaches implicitly invoke
this association when constructing their models (e.g., Furlanetto
et al. 2004; Zahn et al. 2005), and Figure 1 illustrates that this
assumption is fairly accurate down to Mpc scales. Our method
quantifies the correlation between the reionization redshift and

3

From Battaglia et al. (2013)

Mock Lyα forest spectrum

zreion(1) zreion(2) zreion(3) zreion(N-1) zreion(N)...



Conclusions

• If  these two effects contribute significantly, they might cancel!

• They should be easy to distinguish observationally

• Lyα forest/Galaxy cross-correlation

• Higher-order Lyα forest statistics

• For (3), shapes of  transmission spikes in z > 5 forest

• (3) ⇒ extended reionization: probe with kSZ

(3) Relic Temperature Fluctuations

Overdense regions are reionized first
At z~5.5, they are colder
Higher equilibrium neutral H densities
Overdensities are the most opaque

(2) Spatially Varying Mean Free Path

Voids have lower ionizing background
Less sources 
Absorbers are less ionized, smaller MFP
Voids are the most opaque
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Backup 1: Effect of  Source Clustering and Treion
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•  Source minimum halo mass has 
only minor effect.

• Lower reionization temperature 
reduces width somewhat.



Backup 2: Toy Model



Backup 3: Effect of  Jeans Smoothing



Backup 4: Consistent with Existing T Measurements
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Backup 5: Numerical Convergence



Backup 6: Numerical Convergence



Backup 7: Numerical Convergence


